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Abstract
Dataflow circuits have been studied for decades as a way
to implement both asynchronous and synchronous designs,
and, more recently, have attracted attention as the target
of high-level synthesis (HLS) compilers. Yet, little is known
about mechanisms to systematically transform and optimize
the datapaths of the obtained circuits into functionally equiv-
alent but simpler ones. The main challenge is that of equiva-
lence verification: The latency-insensitive nature of dataflow
circuits is incompatible with the standard notion of sequen-
tial equivalence, which prevents the direct usage of standard
sequential equivalence verification strategies and hinders
the development of formally verified dataflow circuit trans-
formations in HLS. In this paper, we devise a generic frame-
work for verifying the equivalence of latency-insensitive
circuits. To showcase the practical usefulness of our verifica-
tion framework, we develop a graph rewriting system that
systematically transforms dataflow circuits into simpler ones.
We employ our framework to verify our graph rewriting pat-
terns and thus prove that the obtained circuits are equivalent
to the original ones. Our work is the first to formally ver-
ify dataflow circuit transformations and is a foundation for
building formally verified dataflow HLS compilers.

CCS Concepts: •Hardware→ Datapath optimization;
Model checking; • Computer systems organization→
Data flow architectures.

Keywords: Dataflow circuits, high-level synthesis, formal
verification, model checking
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1 Introduction
The rise of dataflow circuits in HLS. High-level synthe-
sis (HLS) compilers convert high-level programs (e.g., C/C++)
into circuits and offer application designers an efficient way
to program FPGAs [2, 9, 56]. Recent HLS approaches fo-
cus on producing dataflow circuits [21, 22, 31], built out of
fine-grained operators that communicate with bidirectional
handshake signals; the time when data is exchanged among
these operators is not predefined by the HLS compiler, but
determined at runtime based on particular data and control
outcomes. This scheduling flexibility, paired with a variety
of performance-enhancing features such as speculation [32]
and multithreaded execution [23], offers significant perfor-
mance advantages over standard HLS compilers in irregular
and control-dominated applications, and motivates the fur-
ther development and enhancements of this HLS approach.

How to verify dataflow circuits? As dataflow-oriented
HLS strategies evolve and get more complex, there is an
increasing need to verify the produced dataflow circuits
and circuit transformations. Although some formal verifi-
cation strategies for standard HLS compilers apply here as
well [48], dataflow circuits exhibit a unique property: due to
their latency-insensitivity, two sequentially nonequivalent
circuits that produce the same results (possibly, at different
times) are considered functionally equivalent and can thus
be used interchangeably. Yet, standard sequential equiva-
lence [20, 51, 55] is too restrictive to capture this property—it
requires two equivalent circuits to produce the same outputs
on every clock cycle and thus cannot capture the latency-
insensitivity of dataflow computation.
Consider the example in Figure 1a. Circuit A is a stan-

dard sequential circuit that duplicates the value received
from its input to the two outputs with a 2-cycle delay, as
determined by the flip-flops (FFs) on the different paths. Cir-
cuits A and B produce the same values on every clock cycle
and are, therefore, sequentially equivalent; circuit C is not
equivalent to them as the value of the input arrives to the
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(b) Latency-insensitive circuits
(building blocks: dataflow units)
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(building blocks: FF and logic gates)

Buff

Fork

Buff Buff

A

Buff

Fork

B
Buff Buff

Fork

C
EQ EQ

FF

FF FF

A

FF

FF FF

B C

EQ not EQ

FF

Buff

RD V

Figure 1. Sequential equivalence vs. latency-insensitive
equivalence. Two ordinary circuits are sequentially equiv-
alent if, on every clock cycle, they produce identical data;
this is the case for circuits A and B in Figure 1a, but not
for circuit C. In contrast, dataflow circuits are considered
equivalent if they produce and consume the same sequence
of valid tokens, regardless of when the token exchanges take
place; this is the case for all three circuits in Figure 1b. This
work devises a framework that verifies latency-insensitive
equivalence and uses it for dataflow circuit simplification.

left output one cycle earlier than in the first two circuits. A
conceptually similar dataflow circuit is shown in Figure 1b;
the main difference is that all units, including the sequential
buffers, communicate with handshake signals to exchange
data tokens. For a valid token to be exchanged among two
units, both handshake signals must be set; data that is not
accompanied by a handshake exchange is invalid and thus
irrelevant. The three dataflow circuits in Figure 1b are not
sequentially equivalent: some of their output wires may have
different values at a given point in time. Yet, they all produce
and consume the same sequence of valid tokens—replacing
one circuit with another only changes the times when the
tokens are produced and consumed, and not the token val-
ues themselves [10]. Capturing this is beyond the standard
definition of sequential equivalence.

In analogy to software code, sequential equivalence is con-
ceptually similar to checking whether two assembly codes
always produce the same values in the same number of clock
cycles. We aim for a verification strategy that resembles stan-
dard software verification: it is the data values that matter
and not the exact time when they are computed. We need
to rethink the concept of equivalence for dataflow circuits
accordingly and devise a general strategy to verify it.

ElasticMiter: an equivalence verifier for dataflow cir-
cuits. In this paper, we devise a practical definition of equiv-
alence that captures the latency-insensitivity of dataflow cir-
cuits; instead of cycle-by-cycle values, it considers whether
two dataflow circuits eventually produce the same sequence
of valid tokens. We develop ElasticMiter, an automated
model-checking-based approach for verifying dataflow cir-
cuit equivalence. ElasticMiter allows us to verify equivalence
in general as well as under certain behavioral conditions—a
feature that we will exploit to reason about HLS-produced
dataflow circuits whose behaviors are constrained by the
properties of the originating software code.
A formally verified graph-rewriting system for

dataflow optimization. Dataflow circuits tend to suffer
from area overheads [33, 60]—it is favorable to replace them
with simpler equivalent circuits whenever possible. To this
end, we propose a graph rewriting system composed of a se-
ries of rewrite patterns to systematically simplify expensive
dataflow logic. Our patterns are small and localized—thus, we
formally verify themwith ElasticMiter in acceptable runtime.
The resulting circuits are smaller, faster, and provably equiv-
alent to circuits produced by a state-of-the-art HLS compiler.
More importantly, this illustrates the ability of ElasticMiter
to perform systematic and practical formal verification of
HLS-produced dataflow circuits.
This paper has the following contributions: (1) We build

upon the theory of latency-insensitive design [10] to devise a
formal definition of latency-insensitive equivalence compat-
ible with model checking. (2) We devise a formal framework
for proving that two dataflow circuits are latency-insensitive
equivalent regardless of their surroundings. (3) We devise
a set of rewrite rules that reduce the area and latency of
HLS-produced dataflow circuits and use our framework to
prove their correctness. (4) We implement a compiler opti-
mization pass based on the rewrite rules in Dynamatic, an
open-source MLIR-based HLS compiler that converts C to
dataflow circuits; our solution has achieved 24% mean reduc-
tion in latency and 14% reduction in FPGA FF resources.

2 The Need for Dataflow Circuit
Optimization and Verification

This section describes the units that form dataflow circuits.
We illustrate the need to optimize dataflow steering logic in
HLS-produced dataflow circuits. We then outline the formal
verification techniques that this paper relies on.

2.1 Background on Dataflow Circuits
Dataflow circuits are networks of units that communicate
with latency-insensitive channels [10, 19, 21, 31] containing
handshake signals—valid and ready. A handshake protocol
regulates the computation: data propagates through the chan-
nel when valid and ready are both set; otherwise, the data
is stalled. The units progress the computation and there is
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Figure 2. Our dataflow units. Gray tokens are consumed by
the units to produce the white tokens.

no centralized scheduler. Many research works discuss the
generation of dataflow circuits [6, 19, 21, 31]; we focus on
HLS-produced dataflow circuits generated from C code [31].
Figure 2 shows our dataflow units. (1) Fork has 1 input

and multiple outputs; it replicates the input token and sends
it to all successors. (2) Join has multiple inputs and 1 out-
put; it synchronizes the tokens of all predecessors before
generating the output token. Joins reside in arithmetic and
logic units to ensure they operate on valid data. (3)Merge
has 2 inputs and 1 output; it propagates a token received
at any input to its output; it prioritizes one of the inputs if
multiple tokens are simultaneously present. (4)Mux has 2
data inputs ("+" and "−"), a control input (Ctrl) and 1 data out-
put; it sends the "+"-input token to the output if the control
token has value true, and the "−"-input otherwise; the input
that is not selected waits. (5) Control Merge (CMerge) is a
Merge with a condition output, indicating from which input
it propagates a token. (6) Branch consumes a condition to-
ken and propagates the data input token to the "+" output if
the condition is true and to the "−" output if the condition is
false. (7) Buffer is the only unit that stores tokens; it breaks
combinational loops, eliminates throughput bottlenecks, and
can be inserted between any two units without altering the
functionality [7, 34, 50]. (8) Source has no inputs; it con-
stantly delivers data tokens to its successor. (9) Sink has no
outputs; it is always ready to take tokens. (10) Nondeter-
ministic wire (ND) is an artificial unit that does not appear
in the implemented circuits; ElasticMiter uses it to model
arbitrary stalls [44, 60], as we will see in Section 4.
We also introduce the following units in Figure 2b and

Figure 2c: A Branch with a Sink after the "+"-output is a
Suppress (Supp). A Buffer with an initial token is an Init.

cons2x

x = prodx
do {
  c = prodc
  if (c)
    cons1x = x
  d = prodd
} while (d)
cons2x = x
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Figure 3. Dataflow circuit coupling data propagation with
control flow. The dataflow circuit in (b) implements a part
of the code (a) that delivers the variable x from its definition
(prodx) to its two uses (cons1x and cons2x). Mux0 and Branch0
mimic the loop, and Mux1 and Branch1 mimic the if-then-
else. The units with gray backgrounds mimic a sequential
program counter and steer data following the program’s con-
trol flow—this leads to overly complicated and slow circuits.

2.2 Dataflow Circuits from Imperative Code Can
Miss Optimization Opportunities

Dataflow circuits are generated from imperative code by
translating individual operations into dataflow units (e.g.,
arithmetic units with handshake communication), and
adding the dataflow units from Figure 2 to appropriately
steer tokens between the operators without altering the data
values. Muxes and Branches conditionally transfer data be-
tween the computational units [30, 31, 41]. This is analogous
to control flow in programs: the result of one operation must
be fed to another operation only if some condition is true.
Typically, dynamically-scheduled HLS strategies [6, 31]

couple data propagation with the control flow. For example,
Figure 3b shows a circuit that implements the code snippet
in Figure 3a following these HLS strategies (some circuit de-
tails, e.g., the Buffers, are omitted for clarity). It propagates
the value of variable x from its producer (prodx executes
once in the beginning) to two consumers (cons1x executes
conditionally inside a loop, and cons2x executes once in the
end). The propagation starts with Mux0 that, together with
Branch0, implements the do-while loop that is controlled by
the condition produced by prodd. Then, it continues with
Branch1 that, together with Mux1, implements the if condi-
tion inside the loop, based on the prodc condition. The select
inputs of Muxes are calculated by the network of CMerges
(see Section 2.1), highlighted in gray. Essentially, this net-
work mimics a sequential program counter by propagating
a dataless token that is injected once upon the start of the
execution and continues through the circuit according to
the control-flow decisions. The effect of this circuit is that
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cons1x receives a token as long as prodc and prodd are produc-
ing true tokens and cons2x receives a token only once prodd
produces a false token.
Although intuitive and correct, the circuit in Figure 3b

is overly complicated and has a limited performance, as we
show later: It is essential for cons1x to be sensitive to both the
loop and if conditions; however, it is completely unnecessary
and inefficient for cons2x to wait for the loop to complete its
execution—it would be correct to propagate its data directly
from prodx, irrespective of any control flow. Nevertheless,
it is challenging to decide when to propagate data directly
versus when to couple it with the control flow. Some efforts
apply control dependence analysis on the high-level input
to match the conditions of production and consumption to
implement the minimal necessary control flow [15, 22, 28].
Yet, such analysis is nontrivial and is hard to formally verify.

Section 6 presents a set of formally verified circuit rewrites
that systematically transform inefficient circuits such as the
one in Figure 3b into equivalent and simpler circuits. Yet, we
first need to define our notion of equivalence for dataflow
circuits and devise a framework to verify them. We tackle
these questions first in Section 3, Section 4, and Section 5.

2.3 Formal Verification Using Model Checking
Model checking [4, 17, 53] is an automatic approach for for-
mal verification of temporal properties in finite state ma-
chines (FSM). A model checker [5, 11] analyzes the state
space (the set of possible states that the FSM can reach) of
the FSM; it provides a formal proof if the property holds, and
shows a counterexample otherwise.
ElasticMiter exploits model checking to verify circuit

equivalence. We consider properties specified using two com-
putation tree logic (CTL) operators—a common extension of
Boolean logic to include the notion of time [36, 46]: AG (al-
ways globally) and AF (always finally). For a proposition
𝑝 (e.g., 𝑝 = "signals 𝑠𝑎 and 𝑠𝑏 are both 1"), a statement AG 𝑝

asserts that 𝑝 must hold at the initial state, and always hold
after any possible state transition; AF 𝑝 asserts that the 𝑝
must hold at some point in the future; if there exists a possi-
ble future in which 𝑝 does not hold forever, then AF 𝑝 is not
honored. As we will see in Section 3, ElasticMiter formulates
the properties using these operators (e.g., it checks if some
properties always hold, for which AG is a good fit).

3 Defining Latency-Insensitive Equivalence
This section presents our definition of the latency-insensitive
equivalence of two dataflow circuits, building upon the the-
ory of latency-insensitive design [10]. Under the latency-
insensitive protocol, we define the behaviors of the circuit
in terms of the presence of valid tokens. Identifying valid
tokens is protocol-specific (e.g., in SELF [19], a channel is
considered to be transmitting a valid token in a given state
only when both the valid and ready signals are set.).

Definition 1 (Token sequence).
The token sequence of a channel is an ordered list of valid
tokens sent over the channel.

Definition 2 (Equivalent token sequences).
Two token sequences are equivalent if (1) their lengths are
equal, and (2) the token values are pairwise equal.

We assume two given circuits under verification have
matching input and output channels (we call them elastic
primary input channels (EPIs) and elastic primary output chan-
nels (EPOs), to distinguish with the terminology of primary
inputs and outputs (PIs and POs) used for ordinary digital cir-
cuits); two circuits with different interfaces are trivially not
equivalent. For two circuits having 𝑛 EPIs (𝐸𝑃𝐼0, . . . , 𝐸𝑃𝐼𝑛−1)
and 𝑚 EPOs (𝐸𝑃𝑂0, . . . , 𝐸𝑃𝑂𝑚−1) each, we define latency-
insensitive equivalence as follows:

Definition 3 (Latency-insensitive equivalence).
Two dataflow circuits with matching interfaces are latency-
insensitive equivalent if, for any identical finite token se-
quences given at the EPIs, they eventually consume and
produce identical token sequences at their EPIs and EPOs,
respectively.

Verifying that two circuits satisfy Definition 3 has two
challenges: accounting for all possible scenarios where two
circuits receive identical sequences and checking that the pro-
duced sequences are identical. The following section presents
a framework that overcomes these challenges.

4 ElasticMiter: A General Framework for
Dataflow Circuit Equivalence Checking

This section presents ElasticMiter: a framework for verifying
Definition 3 by embedding the two circuits to be compared
within a larger circuit of a general form (the ElasticMiter
fabric) and then proving the properties of this circuit.

4.1 The ElasticMiter Fabric
Figure 4 shows an example of the ElasticMiter fabric to prove
the equivalence of two circuits. We refer to these as left-hand
side (LHS) 5 and right-hand side (RHS) 6 . In this example,
LHS and RHS are trivially equivalent—both send the token
received from EPI 0 to one of the outputs depending on the
token received from EPI 1. A similar ElasticMiter fabric can be
automatically constructed for any two dataflow circuits with
matching interfaces. An ElasticMiter fabric has the following
parts: (1) sequence generator, (2) input decoupler, (3) LHS
and RHS contexts, (4) LHS and RHS, (5) output decoupler,
and (6) sequence comparator, which we elaborate on next.
Sequence generator. The sequence generator (i.e., 1 in

Figure 4) ensures that LHS and RHS always receive identical
token sequences. For each EPI, a Source (see Figure 2) sends
tokenswith symbolic values to the Fork, which duplicates the
token sequence and sends them to the LHS and RHS (through
intermediate units in 2 , 3 , and 4 ).
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Figure 4. ElasticMiter: an equivalence checking framework
for dataflow circuits.

Validating identical token sequences. The sequence
comparator ( 8 in Figure 4) compares the token sequences
generated by LHS and RHS. For each EPO, an EQ unit com-
pares every pair of tokens generated by LHS and RHS and
outputs a token of value = 1 if the input tokens are identical.
If we directly connected the sequence generator to the

EPIs of LHS and RHS (e.g., directly connect Fork0 to EPI 0
without going through Buff 0 and ND0), and the EPOs of LHS
and RHS to the sequence comparator (e.g., connect EPO0
to EQ0 while skipping Buff 4 and ND4), the circuit would
have a similar form as a miter circuit, commonly used to
verify sequential equivalence [55]. Despite the similarity,
this setup without our extensions (i.e., 2 , 3 , 4 , and 7 )
does not compare all possible behaviors of the two circuits,
as we will see later.
Decoupling LHS and RHS. The input and output de-

couplers (i.e., subcircuits 2 and 7 in Figure 4) separate the
executions of LHS and RHS via Buffers, enabling ElasticMiter
to account for behaviors of LHS and RHS independently: for
both LHS and RHS, we insert a Buffer for each EPI after the
sequence generator, and for each EPO before the comparator.
Without 2 , the sequence generator only sends tokens to
LHS and RHS simultaneously, ignoring the cases where LHS

and RHS consume tokens at different times. Without 7 , the
EQ units only take tokens produced by LHS and RHS at the
same cycle, ignoring the cases where LHS and RHS produce
tokens at different times. Yet, to check input sequences of
any length, Buffers in 2 and 7 must have infinite size to en-
sure that the circuits are always decoupled. Model checkers
typically do not support infinite memory [18]. Section 4.3
discusses how to reduce the Buffers to a finite size.

Modeling the circuit context. Equivalent circuits must
produce the same output sequence for any arrival times of
the input tokens and subject to any backpressure on their
outputs—that is, for any context that the circuits can be in.
Such context does not always need to be perfectly general:
in some cases, users may be interested in equivalence only
under specific input and output conditions, as we explain in
Section 5. In the ElasticMiter fabric, the user can customize
LHS and RHS contexts in 3 and 4 and by configuring the
Sources in the sequence generator in 1 of Figure 4.
Figure 4 shows the most general context—tokens can ar-

rive at different EPIs at any time, and the EPOs can stall
at any time and for any duration. To achieve it, we place a
nondeterministic wire (ND, see Section 2.1) between each
input Buffer and the EPI; it stalls the predecessor Buffer for
an arbitrary number of cycles (but eventually propagates the
token), thus modeling all possible input latencies. Similarly,
an ND is placed between each EPO and the corresponding
output Buffer; this models all possible stalls at the EPOs.

4.2 Properties for Checking Sequence Equivalence
This section formulates Definition 3 in terms of the signal
behaviors in the ElasticMiter fabric.
Producing and consuming the same sequences.We

verify that the following propositions must hold eventually
and continue to hold forever: (a) both circuits consume the
same number of tokens on every pair of inputs and (b) both
circuits produce the same number of tokens on every pair of
outputs. We specify proposition (a) in terms of the states of
every pair of Buffers in the input decouplers ( 2 ):

𝑝𝑎 : 𝑏𝐿𝐻𝑆,𝑖 .𝑛𝑢𝑚 = 𝑏𝑅𝐻𝑆,𝑖 .𝑛𝑢𝑚,∀𝑏𝑖 ∈ 2 , (1)

where 𝑏𝐿𝐻𝑆,𝑖 , 𝑏𝑅𝐻𝑆,𝑖 are the decoupling Buffers of the 𝑖-th
EPI of LHS and RHS in 2 , and 𝑏.𝑛𝑢𝑚 indicates the number
of tokens in Buffer 𝑏. Since the EQ units consume a pair of
tokens, a mismatched number of output tokens will eventu-
ally result in "leftover" tokens in the output decoupler. Thus,
we specify proposition (b) in terms of every Buffer in 7 :

𝑝𝑏 : 𝑏.𝑛𝑢𝑚 = 0,∀𝑏 ∈ 7 . (2)

We formulate the following to check that (a) and (b) must
hold eventually and continue to hold forever:

AF AG (𝑝𝑎 ∧ 𝑝𝑏). (3)

Producing tokens with identical pairwise values. To
check that the values of each pair of tokens produced by
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ing context and the generator. (b) The state spaces obtained
using different token sequence lengths at the input.

LHS and RHS are the same, we check that the EQ units in
the sequence comparators (i.e., 8 in Figure 4) only produce
tokens with value = 1; we specify the following formula:

AG (EQ𝑖 .𝑣𝑎𝑙𝑖𝑑 → EQ𝑖 .𝑑𝑎𝑡𝑎 = 1),∀𝑖 ∈ {1 . . .𝑚}, (4)

where "a → b" denotes a implies b.
If both Equations 3 and 4 hold, the circuits are equivalent

under the specified context, and one circuit can be replaced
by the other; otherwise, they are not equivalent.

4.3 Reducing to Finite-State Model Checking
ElasticMiter can formally verify the equivalence between any
two dataflow circuits. There is still a practical challenge: to
verify circuit equivalence for input sequences of any lengths,
we need Buffers with infinite slots in the decouplers (i.e., 2
and 7 in Figure 4) to decouple the two circuits and account
for all possible behaviors in LHS and RHS. This is unrealistic
since it would require infinite memory to represent the state
space. However, this section shows that infinite sequences
are unnecessary, and suggests a way to determine finite-
length sequences that are sufficient for verification.

Using unbounded token sequences is an overkill.
Given a dataflow circuit, its all possible states are the reach-
able states in a general context (i.e., unbounded input se-
quences with arbitrary latency at EPIs and EPOs). When
a circuit receives a sequence with limited lengths, it may
only reach a subset of all possible states, leaving some unac-
counted for. However, with sufficiently large token sequence
lengths, this subset eventually encompasses the entire set of
possible states.
For example, Figure 5a describes a dataflow circuit (LHS

in Figure 4 with a 2-slot Buffer at 𝐸𝑃𝐼1). Two Sources and
Sinks produce and consume token sequences from and to the
circuit. To model all possible latency variations, the circuit
is equipped with NDs between the Sources and EPIs and
between the EPOs and Sinks. For unbounded sequences,
each Source outputs an unbounded sequence of tokens with
symbolic data. For bounded sequences, each Source holds a
counter with initial value equal to𝑁 , where𝑁 is the length of
each input token sequence; the counter counts down when a
token is transferred to the receiver, while the Source remains
valid until the counter reaches 0.

Regardless of bounded or unbounded sequences, the cir-
cuit has a finite number of states and the set of all states
can be determined using a reachability analysis tool [18].
Figure 5b reports all 7 states of the circuit (in the blue box).
Although unbounded sequences are inapplicable to Elas-
ticMiter, the same set of states is reachable using token se-
quences with a finite length. Suppose that we use different
bounds: When each Source produces sequences with 𝑁 = 1,
the states framed with a red box (states 5–7) are all the reach-
able states; as states 1–4 are not covered, 𝑁 = 1 is insufficient
for discovering all states. When each Source produces se-
quences with 𝑁 = 2, the computed state space is the same as
the one using infinite token sequence length. This example
indicates that infinite token sequence length is unnecessary.
When building the ElasticMiter fabric, respectively for

LHS and RHS, we can determine the minimum token se-
quence length 𝑁 sufficient to account for all possible states.
Since the sequence generator produces bounded sequences,
the Buffers can be sized to 𝑁 to decouple LHS and RHS.
Determining token sequence length.We employ the

following procedure to determine 𝑁 when building the Elas-
ticMiter fabric. For both LHS and RHS, (1) we indepen-
dently connect Sources and NDs to EPIs and EPOs to NDs
and Sinks (i.e., Figure 5a); (2) we configure the Sources to
produce unbounded sequences, and use reachability anal-
ysis [11, 18] to determine states∞—the set of all reachable
states reached using unbounded sequences; (3) we then con-
figure the Sources to produce bounded sequences to deter-
mine states𝑁—the set of states reached using a sequence
length 𝑁 ; we increment the values of 𝑁 starting from 1 until
states𝑁 ≡ states∞. If LHS and RHS require different values of
𝑁 ; we use the larger one to construct the ElasticMiter fabric.
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Figure 6. The default context can be too general in some
cases. The two circuits are equivalent only if their 2 EPIs
receive an identical count of tokens.

When constructing the ElasticMiter fabric, we set the num-
ber of slots of each Buffer in the input and output decouplers
to𝑁 to ensure that the executions of LHS and RHS are always
decoupled. We model check the properties in Section 4.2 for
every combination of sequence lengths from 0 to 𝑁 (e.g., if
𝑁 = 1 and the circuits have two EPIs, we separately check
for sequence lengths of (0, 0), (0, 1), (1, 0) and (1, 1)).
Our strategy ensures that states𝑁 has all the reachable

value combinations in the state registers and the primary
inputs of the LHS and RHS circuits, and the circuit logic de-
fines all the state transitions. Thus, the model with bounded
sequences accounts for all states and all state transitions.
Any discrepancy between the produced and consumed se-
quences of LHS and RHS will be captured by the properties
given in Equations 3 and 4.
This concludes the description of ElasticMiter, a strategy

for verifying the equivalence between two dataflow circuits.

5 Equivalence Under a Context
Two circuits may not be equivalent in a general sense but
can still be used interchangeably within a specific context.
If the surrounding environment limits their behavior, one
circuit can safely replace the other under those constraints.
This section explains why contexts are necessary for cer-
tain rewrites to be applicable, introduces various contexts,
and demonstrates how ElasticMiter incorporates different
contexts while verifying contextual equivalence.

5.1 Why Dataflow Circuits May Need a Context?
LHS and RHS in Figure 6 might seem trivially equivalent. Yet,
when providing them with sequences of length = 1 at 𝐸𝑃𝐼0
and length = 0 at 𝐸𝑃𝐼1, LHS would not consume any token
from 𝐸𝑃𝐼0 since a token is missing at 𝐸𝑃𝐼1 (and the token
would be left over in 2 of Figure 4 forever), whereas RHS
would consume a token from 𝐸𝑃𝐼0 and the token would stay
in its internal buffer forever; this violates Definition 3 since
they consume tokens differently from their inputs despite
being given the same token sequences.
Figure 7 shows another example of contextual equiva-

lence: The left circuit (LHS) in the gray-shaded part shows
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Figure 7. Example of equivalence under a context. The gray-
shaded parts model 5 and 6 of the ElasticMiter fabric (Fig-
ure 4), and the circuits in the orange-shaded part are 3 and
4 . LHS and RHS are not equivalent in general, but are under
the AT context shown in the oranged-shaded part, and SC
and SV configurations of 1 , as explained in Section 5.1.

a datapath with a Mux in a loop that propagates to 𝐴′ to-
kens arriving at either 𝑋 ′ or 𝑌 ′. The condition of the Mux
is calculated using a network composed of a CMerge, Forks,
and Suppresses, implementing a dataless structure that mim-
ics the program counter in a loop (analogous to Figure 3):
the values of tokens at 𝐶′ dictate the propagation of tokens
that arrived at 𝐷 ′ through the cyclic path; accordingly, the
CMerge drives the condition of the Mux. Assume one wants
to replace this circuit with the one on the right (RHS)—the
idea is to send the tokens at 𝐷 ′ straight to 𝐵′, and use an
initial token (Init from Section 2.1) followed by a sequence
of tokens at 𝐶′ to calculate the condition of the Mux.

If we plug LHS and RHS in Figure 7 into the ElasticMiter
fabric, it will report that the circuits are not equivalent. Send-
ing multiple tokens at 𝐷 ′ might result in the CMerge in LHS
reordering them (e.g., take a “newer” 𝐷 ′ from the left before
taking in an “older” 𝐷 ′ from the right); thus, the order of to-
kens outputted at 𝐵′ might be different from that inputted at
𝐷 ′, and the order of tokens outputted at 𝐴′ will be impacted
by the reordering at 𝐷 ′. In contrast, in RHS, the sequence of
tokens at 𝐵′ is always the same as the sequence at 𝐷 ′, and
the sequence at 𝐷 ′ has no impact on the sequence at 𝐴′. Ad-
ditionally, sending an arbitrary count of tokens to 𝐷 ′ might
result in the RHS having more tokens at 𝐵′ than the LHS: if
the count of tokens at 𝐷 ′ is greater than the count of false
tokens at 𝐶′, the left Suppress in the LHS will prevent some
tokens from reaching 𝐵′, while, in the RHS, all tokens from
𝐷 ′ will be bypassed directly to 𝐵′. Furthermore, sending arbi-
trary values of tokens at 𝐶′, independent of 𝐷 ′, might result
in them being consumed in the RHS, while being held back
in the LHS: if the very first token at 𝐶′ happens to be false
and the second token to be true, and if 𝐷 ′ receives only one
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token, the second token of 𝐶′ will be held back in the LHS
(waiting for a token to arrive at 𝐷 ′) but will be consumed
(stored in the Init) in the RHS. All these scenarios violate
Definition 3 and make LHS and RHS nonequivalent.
Although the LHS and RHS of the given examples are,

generally, not equivalent, they are equivalent if we constrain
the input sequences to prevent the aforementioned scenarios.
We leverage the insight that the circuits we are interested in
optimizing are produced from imperative code that naturally
restricts the circuit’s behavior [58]; we infer such restrictions
and model them as contexts, as explained in the next section.

5.2 Context of Isolated Dataflow Circuits
Dataflow circuits produced from imperative code have a nat-
urally restricted behavior. For instance, they model a single
thread of execution and implement finitely terminating loops
that operate as follows: take one token carrying the loop’s
initialization value, circulate it for some iterations, and fi-
nally send out the result, upon loop termination signaled by
a false token at the loop condition, to the rest of the circuit.
Such restrictions impose a token sequence count (SC) re-
lation between EPIs, certain token sequence values (SV)
arriving to some EPIs, and a token arrival timing (AT)
relation between token arrivals at different EPIs and EPOs.
We model an SC context by configuring the Sources in

the sequence generator ( 1 in Figure 4). We specify relations
that constrain the count of tokens in the sequences arriving
at 𝐸𝑃𝐼𝑋 and 𝐸𝑃𝐼𝑌 as follows:

𝑆𝐶𝑒𝑞𝑢 : |EPI𝑋 .𝑠𝑒𝑞 | = |EPI𝑌 .𝑠𝑒𝑞 | (5)

configures 𝐸𝑃𝐼𝑋 and 𝐸𝑃𝐼𝑌 to receive the same count of to-
kens. It models channels in a straight datapath (free of con-
trol flow) in a dataflow circuit—they must receive the same
count of tokens [22, 31]. It is necessary in the example of
Figure 6 to ensure that all inputs of the shown Joins receive
sequences of the same length, preventing any discrepancy
in consumption between the LHS and RHS. Additionally,

𝑆𝐶𝑣𝑎𝑙 : |EPI𝑋 .𝑠𝑒𝑞 | = |{v ∈ EPI𝑌 .𝑠𝑒𝑞 | v = val}| (6)

configures 𝐸𝑃𝐼𝑋 to receive a count of tokens matching the
count of tokens received at 𝐸𝑃𝐼𝑌 with a certain value val. It
models channels that receive tokens conditionally depending
on some control flow decisions [22]. One key usage of such
a context is part of modeling the operation of a loop (see
the beginning of the section) together with the SV and AT
contexts: Specifically, the count of tokens initializing a loop
must match the count of tokens terminating the loop and the
count of false tokens at the loop condition. This context is
useful in Figure 7 to force the count of tokens at 𝐷 ′ (i.e., the
loop initialization) to match the count of false tokens at 𝐶′

(i.e., the loop condition), preventing any tokens at 𝐷 ′ from
getting blocked in the LHS. The Sources in the sequence gen-
erator of the ElasticMiter fabric can be configured to support
other SC relations, depending on the user’s requirements.

Similarly, we model an SV context by configuring the
Sources of the sequence generator ( 1 in Figure 4). We con-
strain the value of a particular token at index i in the se-
quence of tokens arriving at a particular 𝐸𝑃𝐼𝑋 as follows:

𝑆𝑉 : 𝐸𝑃𝐼𝑋 .𝑠𝑒𝑞 [𝑖] = val. (7)

This models the condition of a finitely terminating loop by
forcing the last token at a loop condition to take the value
false. In Figure 7, it forces the last token at 𝐶′ to be false,
ensuring that the tokens at 𝐶′ will be consumed in the same
manner in the LHS and the RHS.
Unlike SC and SV contexts that restrict the token se-

quences, an AT context restricts the time when tokens be-
come available at EPIs. Therefore, it should come after the
NDs in 3 and 4 of Figure 4 to constrain their effect. We im-
plement AT as a circuit shown in the orange-shaded region
of Figure 7, which models a loop circulating a single token at
a time: it delays the arrival time of a new token at 𝐷 ′ until a
token is produced at 𝐵′. It does so through the Join that stalls
the next token of𝐷 ′ by holding the prior one in a Buffer until
a token arrives at 𝐵′; thus enabling only a single value of 𝐷 ′

to enter the circuit at a time and preventing any reordering
from occurring at the CMerge. The provided circuit can be
replaced with other circuits for other timing relations, as
decided by the user of ElasticMiter.

In general, not every rewrite with input channels coming
from one straight datapath will require the 𝑆𝐶𝑒𝑞𝑢 context
for it to apply. Similarly, not every rewrite with a loop will
require the 𝑆𝐶𝑣𝑎𝑙 , SV, and AT contexts to hold. As we will see
in the next section, it depends on how different the structures
of the circuits in the LHS and RHS of a rewrite are, and
whether this difference in structures could result in them
violating some properties of Section 4.2 under arbitrary input
counts, values, and latencies.

6 A Graph Rewriting System
HLS-produced dataflow circuits often use excessive steering
units [22], as suggested in Figure 3. Prior approaches [22]
for optimizing the steering logic do not formally or compre-
hensively reason about their transformations. We develop
a graph rewriting system that takes a conservative HLS-
produced dataflow circuit and transforms it into a simpler
and faster one using our provably correct rewrite transforma-
tions. Our rewrites are few and operate on localized patterns
(i.e., a few dataflow units form a pattern that is replaced
by another one), thus, we can verify the latency-insensitive
equivalence of each rewrite with ElasticMiter once and be-
fore the HLS process. After verification, our rewrites can be
applied to any HLS-produced circuit.

6.1 Dataflow Circuit Rewrites
We present a set of rewrites that change the steering logic
between computational units without affecting the computa-
tional units themselves. We classify them into five categories,
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Figure 8. Dataflow circuit rewrites forming a graph rewriting system.

according to their purpose, and include a sixth category that
does basic optimizations ensuring that the other rewrites
are applicable, as shown in Figure 8. Whenever the pattern
of the LHS of one rewrite is found within a larger dataflow
circuit, we replace it with the equivalent RHS circuit.

Some of our rewrites are correct for an arbitrary context,
whereas some of them require one or more of the contexts
described in Section 5.2, as recorded in Figure 8.

Rewrite A: breaking Branches into Suppresses. This
rewrite, shown in Figure 8a, applies in the general context. It
replaces any Branch with two Suppresses that take the same
condition but with opposite signs. It splits the divergence

point created by a Branch into two datapaths to allow other
rewrites to optimize them separately.
Rewrites B: extracting control predicates. Figure 8b

is the rewrite discussed in Figure 7. It generalizes to any
number of Muxes driven by the CMerge. It requires the
three types of contexts explained in the previous section.
The rewrite in Figure 8c is qualitatively the same but for

an if-then-else construct. It requires an AT context identical
to that of the orange-labeled region of Figure 7 to prevent
the CMerge in the LHS from reordering tokens. Furthermore,
it requires the 𝑆𝐶𝑒𝑞𝑢 context of Equation 5 to ensure that the
count of tokens arriving at C matches that at D.
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Rewrites C: decoupling datapaths from control struc-
tures. These rewrites remove circuitry that unnecessarily
couples data propagation with the control flow of do-while
and if-then-else structures; such couplings appear frequently
in C-to-dataflow translation [31]. Figure 8d replaces a Mux in
a pointless loop structure with a simple wire that propagates
the input D of the Mux to the output A of the Suppress. It
requires the 𝑆𝐶𝑣𝑎𝑙 of Equation 6 to ensure that the count of
tokens at D matches the count of false tokens at C. Addi-
tionally, it requires the 𝑆𝑉 context of Equation 7 to force
the very last token at C to be false, modeling a finitely ter-
minating loop. Figure 8e eliminates a pointless if-then-else,
implemented using a Mux and complementary Suppresses.
It requires only the 𝑆𝐶𝑒𝑞𝑢 context of Equation 5 to ensure
that the count of the tokens arriving at C matches that at D.

Rewrites D: simplifying datapaths. These rewrites sim-
plify datapaths by shifting complexity on the circuitry cal-
culating the conditions. They apply to steering logic with
multiple control flow decisions—i.e., nested constructs, such
as those in Figures 8f–g, which show a loop nest and a nested
if-then-else structures, respectively. Figure 8g applies in a
general context. On the contrary, Figure 8f requires the 𝑆𝑉
context of Equation 7, setting the last tokens of M and N
to false to model finitely terminating loops. Additionally, it
requires two instances of the 𝑆𝐶𝑣𝑎𝑙 of Equation 6 to ensure
that (1) the count of D matches the count of false tokens at
M, and (2) the count of M matches the count of false tokens
at N, modeling the fact that the number of iterations of the
outer loop (that has the condition M) matches the number of
times the inner loop (that has the condition N) terminates.
Rewrites E: replicating datapaths. These rewrites do

not eliminate redundant circuitry, but in fact add more of it
to enable other optimizations. They advance steering logic
over a Fork: Figure 8h advances a Suppress over a Fork, and
Figure 8i advances a do-while loop structure over a Fork
in the middle of the structure that feeds a Suppress, which
in turn completes the loop. They generalize to Forks with
an arbitrary number of outputs. Both rewrites apply in a
general context. Some added circuitry may end up not be-
ing entirely optimized by other rewrites, thus unnecessarily
increasing the circuit’s area. Therefore, we employ two ad-
ditional rewrites that we will refer to as Rewrites 𝐸′; these
simply undo the effect of Rewrites E. We apply them once
at the end; otherwise, together with Rewrites E, they could
produce a nonterminating sequence of rewrite steps.
Rewrites F: cleaning datapaths. Figures 8j–n show

rewrites that remove useless steering components whose
presence would make other rewrites inapplicable. These in-
clude a Suppress, a Mux, or a Fork that feed a Sink. Besides,
it combines a Fork feeding another Fork into one larger Fork.
Figure 8j requires the 𝑆𝐶𝑒𝑞𝑢 context of Equation 5 between
C and D. Figure 8k requires the 𝑆𝐶𝑣𝑎𝑙 context of Equation 5
to ensure that the count of tokens at M matches the count

of false tokens at C, and the count of tokens at N matches
the true tokens at C. Figures 8l–n apply in a general context.

6.2 Putting All Rewrites Together
We present the properties of our graph rewriting system and
show a working example reducing the datapath of Figure 3b.
Order of rewrites. Our system is not confluent: If two

rewrites are simultaneously applicable, choosing one rewrite
over the other could result in a different circuit. Hence, we
pragmatically order rewrites as follows: Rewrites F, A, E, B,
C, and D, and apply them in the following form (𝐹𝐴𝐸𝐵𝐶𝐷)∗:
we iterate through the ordered set of rewrites, one by one,
applying each rewrite once, and repeating until none of the
rewrites further apply (we will discuss the termination of our
system later in this section). Finally, we apply Rewrites 𝐸′

once and exit.
Application of rewrites. Our rewrites reduce the num-

ber of steering units on every path from any input to any out-
put. We apply them to the datapath of Figure 3b, omitting the
network of CMerges (with the gray background in Figure 3b)
for simplicity, but it is optimized out similarly by the iterative
application of Rewrites F, A, and B. We show the result of
each step in Figure 9. None of Rewrites F are applicable, so
we start with Rewrite A of Figure 8a, replacing every Branch
with two Suppresses, and show the result in Figure 9a. Then,
we apply Rewrite E of Figure 8h by advancing a Suppress
over a Fork, thus replicating 𝑆𝑢𝑝𝑝0, resulting in a two-output
Fork feeding another two-output Fork. At this point, none of
the remaining rewrites are applicable anymore so we start
another iteration of our rewrites by applying Rewrite F of
Figure 8l to combine the two two-output Forks into one,
and show the result in Figure 9b. Following our order, none
of Rewrites A or E are applicable, and Rewrites B applies
to the network of CMerges, which is omitted for simplicity.
Therefore, we apply Rewrite C of Figure 8e, which eliminates
𝑀𝑢𝑥1, 𝑆𝑢𝑝𝑝01, and 𝑆𝑢𝑝𝑝1. This rewrite feeds the condition
of the Suppresses to a Sink; thus results in some Fork outputs
feeding Sinks. Additionally, it results in the top Fork feeding
directly to the Fork that was at the output of𝑀𝑢𝑥1. None of
Rewrites D apply so we reapply Rewrites F of Figures 8l–n
to remove the sinked Fork outputs and combine Forks, and
show the result in Figure 9c. Then, Rewrite E of Figure 8i is
the first applicable, advancing𝑀𝑢𝑥0 and 𝑆𝑢𝑝𝑝3 over a Fork
resulting in Figure 9d. In turn, Rewrite C of Figure 8d is the
first applicable, eliminating the pointless loop datapath that
delayed the data propagation to cons2x, resulting in Figure 9e.
The final circuit achieves our goal: a better implementation
of the same functionality.
Termination. Although we believe that our system of

rewrite rules is finitely terminating when presented with any
dataflow graph that might be generated by an HLS compiler—
and our experiments confirm this for our benchmarks, as
shown in Section 7—a formal proof of termination is nontriv-
ial and beyond the scope of this paper. Our main contribution
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is providing a framework to prove the correctness of dataflow
circuit rewrites. The specific rewrite system discussed in this
section serves only as an example of a useful system that
achieves measurable advantages, as reported in our results.

7 Evaluation
We formally verify the rewrites (Section 6) in an acceptable
runtime leveraging ElasticMiter (Section 4). We then employ
our verified rewrites in a compiler optimization pass and
show experimentally that it improves circuit performance
and area. Our research artifact is publicly available [25].

7.1 Methodology
Our framework is shown in Figure 10. It has two parts:
(1) Our verifier that takes rules from a predefined database,
generates the ElasticMiter fabric (Section 4), and employs
a model checker to verify them. (2) Our compiler pass that
implements our rewrites (Section 6), integrated into Dyna-
matic [31], an open-source MLIR-based HLS compiler [42].

Formally verifying our rewrites.We model dataflow
circuits, their context, and the formal properties using the
SMV language [38]. The SMV models of the units are iden-
tical to their RTL implementation; the data signals are ab-
stracted using 1-bit for scalability [60]. We use nuXmv [11]
to prove temporal properties and extract the set of reachable
states (using BDD-based reachability analysis).We determine
the configurations of ElasticMiter (i.e., the token sequence
length) using the approach in Section 4.3 and verify latency
insensitive equivalence using the properties of Section 4.2.
Evaluating the effectiveness of our rewrites.We im-

plement an MLIR [42] compiler pass that greedily and itera-
tively applies our rewrite patterns until no match is found.
We integrate this pass into the HLS flow of Dynamatic which
implements a simple strategy [31] for dataflow circuit gen-
eration from C (C-to-DF in Figure 10). We place our graph-
rewriting pass (Rewrite pass) right after the C-to-DF step and
before buffer placement. We apply a simple buffer placement
heuristic: we insert a buffer to break every combinational
cycle and, additionally, a buffer with a large depth at every
fork output; then, we iteratively reduce the depths only if
this reduction has no negative effect on the circuit’s latency
reported in simulation. We use the circuits produced by Dy-
namatic in the C-to-DF step as a baseline, after passing them
through the same buffer placement heuristic. We use Dy-
namatic’s RTL generator for all circuits. We synthesize the
generated VHDL netlists using Vivado [57] with a clock-
period constraint of 4 ns, targeting a Kintex-7 FPGA. We
simulate the designs with ModelSim [39] and use a set of test
vectors for functional verification. We measure (1) the cycle
count obtained from simulation, (2) the clock period (CP)
from the postrouting timing analysis, and (3) resource usage
(i.e., LUT, FF, and DSP counts) reported from Vivado after
placement and routing. Our goal is a smaller LUT and FF
usage, and a faster execution time compared to the baseline.
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Table 1. Verifying the rewrites in Section 6.1.

Sequence length Model checkingRewrite Tokens Time (s) Length Value Time (s)
Fig. 8a 1 0.2 ✓ ✓ 1.6
Fig. 8b 3 35.2 ✓ ✓ 115.3
Fig. 8c 2 1.2 ✓ ✓ 2.0
Fig. 8d 4 2.1 ✓ ✓ 18.1
Fig. 8e 1 0.2 ✓ ✓ 0.4
Fig. 8f 4 16.3 ✓ ✓ 854.2
Fig. 8g 1 0.2 ✓ ✓ 1.9
Fig. 8h 1 0.2 ✓ ✓ 2.2
Fig. 8i 3 2.1 ✓ ✓ 98.6
Fig. 8j 1 0.1 ✓ ✓ 0.2
Fig. 8k 1 0.2 ✓ ✓ 0.3
Fig. 8l 1 0.2 ✓ ✓ 0.7
Fig. 8m 1 0.2 ✓ ✓ 0.5
Fig. 8n 1 0.1 ✓ ✓ 0.1

7.2 Results: Rewrite Rule Verification
Table 1 reports the results and runtime statistics of ver-
ifying the correctness of the rewrites of Figure 8 using
ElasticMiter. Sequence length reports the token sequence
length bound used in the framework (Section 4.3) and the
time spent on determining it for each rewrite in column
Rewrite.Model checking reports the model checking re-
sults: Length and Value describe the sequence value and
length equivalence (Equations 3 and 4); Runtime indicates
the total verification runtime. Most verification runs finish
within seconds. Rules with loops (Figure 8b, d, and i) have a
larger state space and take a longer time to prove. nuXmv has
poorer scalability on AF properties: for the rule in Figure 8f,
theValue property only took 50 s, whereas the Length prop-
erty took 800 s to prove. Speeding up model checking is
orthogonal to our contribution and ElasticMiter could, if
needed, be complemented with existing verification speedup
strategies (e.g., abstractions or invariants [12, 13, 18, 58]).
Note that verification runtime is not a concern for us: we
need to prove a limited number of small rewrites once and
then we can optimize any HLS-produced dataflow circuit.

7.3 Results: Effectiveness of Our Rewrite Pass
We evaluate our rewrites using a set of HLS kernels com-
monly used for dynamically-scheduled HLS [14, 31, 47, 54].
Circuits with a more complex and irregular control-flow
structure have more steering logic and thus can benefit more
from our rewrites. When our rewrites remove steering units,
they reduce area and allow units in independent control
structures to run in parallel, thus increasing performance.

Table 2 summarizes the timing and resources of the circuits
generated by our approach (Ours) compared to the baseline
Dynamatic [31]. Figure 11 graphically represents our results
normalized to those of Dynamatic. In most benchmarks,
our results Pareto-dominate the baseline: they improve the
overall execution time without negatively affecting the area,
if not actually reducing it.

0.0 0.2 0.4 0.6 0.8 1.0
Ratio: ours / baseline

fir
matvec
stencil

gcd
spmv
sobel

gemver
cnn

binary
search

Exec. time FFs LUTs Baseline

Figure 11. Results of our rewrites normalized to baseline
Dynamatic circuits [31].

Specifically, gemver (30 x 30 matrix dimension), binary
search (101 vector dimension), and cnn (10 x 10 x 10 image
dimension and 1 x 1 kernel dimension) feature multiple loop
nests in succession. They benefit from the rewrites of Fig-
ure 8b, d, and f to varying degrees, depending on the amount
of data and memory dependencies. sobel (15 x 15 image
dimension and 3 x 3 kernel dimension) and spmv (10 vec-
tor dimension) also feature multiple loop nests along with
a few if-then-else structures; thus, they additionally bene-
fit from the rewrites of Figure 8c, e, and g. These rewrites
parallelize multiple control structures and achieve tangi-
ble advantages on all metrics. gcd (computation between
7,966,496 and 314,080,416) also has a few loops and if-then-
else structures, and it still benefits from the rewrites; yet,
the gain appears mostly as an area reduction and less in
cycle count because the parallelism is limited by multiple
data dependencies. Finally, stencil (30 x 30 input dimension
and 3x3 kernel dimension),matvec (100 x 100 matrix dimen-
sion), and fir (1000 vector dimension) have simple control
structures; as expected, they do not benefit much from our
rewrites. In fact, fir witnesses a minor CP degradation, yet it
is caused by orthogonal effects: our non-delay-driven buffer-
ing heuristic and the place-and-route heuristics of the FPGA
implementation tool [57].

Overall, our rewrites produce smaller and faster dataflow
circuits that are formally proven equivalent to the original
ones. They remove a multitude of unnecessary components
and thus improve resources, critical paths, and clock cycles.

8 Related Work
Dataflow circuit optimizations. Prior work explored the
generation of dataflow circuits from imperative code [6,
28, 31, 35]; this includes Dynamatic [31], the source of
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Table 2. Results of our rewrites (Ours) on the circuits generated by Dynamatic contrasted to the original circuits ([31]).

Cycles CP (ns) Exec. time (us) LUTs FFs DSPsBenchmark [31] Ours [31] Ours [31] Ours [31] Ours [31] Ours
binary search 282 155 4.4 4.0 1.2 0.6 -50% 1,131 924 -18% 1,061 738 -30% 0

cnn 6,659 5,506 4.8 3.8 32 20.9 -35% 2,181 2,212 1% 1,326 1,275 -4% 3
gemver 5,007 4,972 6.0 4.9 30.0 24.4 -19% 3,366 3,093 -8% 2,960 2,541 -14% 22
sobel 4,173 2,159 7 5.9 29.2 12.7 -57% 2,259 2,053 -9% 2,107 1,533 -27% 6
spmv 61 46 5.2 4.5 0.3 0.2 -33% 1,534 1,321 -14% 1,359 1,124 -17% 3
gcd 77 76 5.1 5.3 0.4 0.4 0% 1,656 1,184 -29% 1,233 754 -39% 0

stencil 2d 432 433 4.2 3.8 1.8 1.6 -11% 869 898 3% 678 687 1% 3
matvec 15,740 15,725 5.2 4.2 81.8 66.0 -19% 685 694 1% 525 531 1% 4

fir 1,007 1,007 3.7 3.9 3.7 3.9 5% 388 383 -1% 356 354 -1% 3

the dataflow circuits for our evaluation. Dataflow cir-
cuits strongly relate to dataflow machines [1, 27, 45]. Bal-
lance et al. [3] and Campbell et al. [8] proposed program
analysis to optimize software code for these machines. Al-
though they produced software code, their compiler repre-
sentations can be interpreted as dataflow circuits. Elakhras et
al. proposed a fast token delivery strategy [22, 24] that used
those representations to improve the area and performance
of dataflow circuits. Cheng et al. [15] analyzed high-level
code to exploit more parallelism in statically inferrable sit-
uations. All these efforts only target better conversions of
high-level code into dataflow circuits, whereas we propose
formally verified circuit-to-circuit transformations that pro-
duce provably correct, optimized dataflow circuits without
the need for any high-level code analysis.
Sequential synthesis [40, 51, 52, 58–60] reduces circuit

complexity while keeping circuits before and after optimiza-
tion sequentially equivalent. Although applicable to dataflow
circuits [58], these approaches are complementary to our op-
timization techniques—our optimization approach alters the
sequential behavior of the circuit to reduce execution latency
and area cost, while still maintaining the same functionality.
Verification techniques for accelerator synthesis.

Recent efforts aim at verifying the HLS compilation pro-
cess [26, 29]: These tools target statically-scheduled circuits,
while we focus on the HLS of dataflow circuits. Pan et al. [44]
proposed a bounded strategy for checking if an RTL mod-
ule behaves the same under arbitrary stalls; they do not
determine a sufficient bound value for the proof, whereas
ElasticMiter addresses this issue (Section 4.3). Lin et al. [37]
proposed an approach for translation validation between an
LLVM program and the program compiled using a dataflow
compiler; yet, their approach does not apply when the com-
piler restructures the code. Pouchet et al. [48] introduced an
equivalence checking tool for HLS source-to-source trans-
formation. Their approach is limited to programs with static
control flow and targets a different abstraction level (C code).
Our definitions of equivalent sequences and latency-

insensitive equivalence are inspired by Carloni et al. [10].

They do not provide a problem encoding that is directly com-
patible with model checking. We take advantage of dataflow
circuits’ well-defined in/out ports and specify our definition
over them; this facilitates the encoding of the equivalence
problem (ElasticMiter) for any two circuits and enables au-
tomated model checking proofs.
Program equivalence checking is an important problem

in software verification [16, 43, 49, 61]. Dataflow circuits
cannot directly benefit from these techniques: at a semantic
level, dataflow units can execute in arbitrary order permitted
by data dependencies; yet, software equivalence checking
assumes that instructions execute in a sequence.

9 Conclusions
Dataflow circuits are a promising HLS target, but their trans-
formations lack formal verification strategies that would
enable their safe and systematic usage in HLS. This is due to
the fact that the notion of equivalence in dataflow circuits
differs from that in ordinary digital circuits. In this work,
we develop a generic framework that exploits a dataflow-
specific equivalence definition to prove the equivalence of
two dataflow circuits. We use our framework to verify a
graph rewriting system for dataflow circuit simplification,
and employ the verified graph rewrites to transform HLS-
produced dataflow circuits into their equivalent, cheaper, and
faster counterparts. Our work complements existing soft-
ware and hardware verification strategies and enables the
development of formally verified dataflow HLS compilers.
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A Artifact Appendix
A.1 Abstract
This artifact contains all the source codes and benchmarks of
ElasticMiter. It utilizes a Dockerfile to set up the environment
and scripts to replicate our experiments in Section 7 and
generate data for Table 1, Table 2, and Figure 11.

A.2 Artifact check-list (meta-information)
• Program: The source code for the rewriting pat-
terns and the verification framework is available in
elastic-miter/. The source code for the rewriting
optimization is available in dynamatic/. They are both
available in the Zenodo archive.

• Compilation: Use Dockerfile to build the project.
• Run-time environment: The experiments run in an
Ubuntu 22.04 docker (Dockerfile provided). Our exper-
iments require Vivado 2019.1 and ModelSim 20.1 (see
Appendix A.3.3).

• Hardware: AMD Ryzen 7 PRO 5850U (or any similar
processors) with ≥ 32 GB memory.

• Output: Generate simulation reports, synthesis re-
ports, and log files.

• Experiments: Run all experiments using the Bash
scripts. README.md documents the individual experi-
ments.

• Disk space required: The docker image and the soft-
ware installation packages add up to ≥ 120 GB.

• Time needed to prepare workflow: Approximately
2.5 hours to setup the workflow.

• Time needed to complete experiments: Around 3
hours to complete all experiments.

• Publicly available: Yes.
• Code licenses: MIT license.
• Workflow automation framework used: Docker.
• Archived:Archived on Zenodowith DOI: 10.5281/zen-
odo.14776038.

A.3 Description
The detailed descriptions are documented in README.md in
the Zenodo archive [25]. This subsection describes some
notable hardware/software requirements (e.g., proprietary
software dependencies).

A.3.1 How to access. The artifact is publicly available
at https://doi.org/10.5281/zenodo.14776038. In the archive,
asplos25fall-elastic-miter.zip contains all the source
codes, benchmarks, scripts, and environment setup files.
generated-files.zip contains all the generated files, i.e.,
log files, synthesis/simulation reports, and tables.

A.3.2 Hardware dependencies. A Ubuntu 22.04-LTS
Linux machine with at least 120 GB of free disk space and
32 GB memory.

A.3.3 Software dependencies. The experiments depend
on proprietary software. Vivado (version 2019.1) [57] and
ModelSim (version 20.1) [39] have free versions. README.md
provides the instructions for downloading the software.

All the remaining dependencies are automatically config-
ured by Dockerfile.

A.4 Installation
This subsection describes the steps for generating the run-
time Docker environment for our experiments.

• Install Docker (https://www.docker.com/).
• Download the Zenodo archive [25] and follow the in-
structions in the README.md to download the propri-
etary software dependencies (see Appendix A.3.3), ob-
tain the Gurobi license, and build the docker image.

A.5 Experiment workflow
Follow the instructions in README.md. Launch the con-
tainer and run all experiments using exp_gen_tab_1.sh
and exp_gen_tab_2.sh.

A.6 Evaluation and expected results
The produced data corresponding to the entries in Table 1,
Table 2, and Figure 11 will be generated with identical or
nearly identical numbers as reported (location of the files
are documented in README.md). The produced verification
runtime is not expected to be identical but is expected to be
similar to the ones reported in Table 1.
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